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#### Abstract

We investigate the Hamiltonian structures of some hierarchy of evolution equations related to a polynomial bundle over the algebra $s l(4)$. The bundle contains the polynomial Lax pair for the $\mathrm{O}(3)$ chiral fields system and for that reason the corresponding hierarchy of nonlinear evolution equations is called the CF hierarchy. It is known that the Hamiltonian properties of the CF hierarchy may be explained as a consequence of the existence of compatible Poisson structures arising from a different Lie algebra structure defined over so(4). We show that the generating operator for the CF hierarchy can be regarded as a Nijenhuis tensor on the manifold of potentials and then naturally this manifold is equipped with the Poisson-Nijenhuis structure.


## 1. Introduction

It is known that the discovery of the inverse scattering method, (see for example the monograph book [6]), permitted us to apply a number of classical results from the spectral theory of the operators to the problem of obtaining exact solutions for some special class of evolution equations depending on one spatial variable $x$, now called soliton equations. In the past decades the evolution of the original ideas gave rise to a number of various approaches to the investigation of the soliton equations and the remarkable properties of these equations attracted general interest. Nowadays we have a number of approaches treating not only the questions of how to find exact solutions of the soliton equations but also the algebraical and geometrical theory for the Hamiltonian structures of the soliton equations, the existence of infinite series of conservation laws and other related topics which are difficult even to list. However, there is one property that is characteristic of the soliton equations and although it is interpreted in different ways in different theories it plays a crucial role in all of the approaches-the soliton equations can be written as the compatibility condition between two linear operators $L$ and $M$ :

$$
\begin{equation*}
[L, M]=0 \tag{1}
\end{equation*}
$$

(This representation is called Lax representation and the couple $L, M$-Lax pair.) Usually the operators $L$ and $M$ have the form

$$
\begin{equation*}
L \equiv \frac{\partial}{\partial x}-U(x, t, \lambda) \quad M \equiv \frac{\partial}{\partial t}-V(x, t, \lambda) \tag{2}
\end{equation*}
$$

where $U, V$ are some matrix-valued functions, depending on the time $t$ and the spatial variable $x$ through a set of 'potential' or 'field' functions

$$
\left(f_{1}(x, t), f_{2}(x, t), \ldots, f_{n}(x, t)\right) \equiv f
$$

and on the spectral parameter $\lambda$. The soliton equation (or system of equations) corresponding to the pair $L, M$ is written in terms of the potential functions and has the form

$$
\left(f_{i}\right)_{t}=F_{i}\left(f, f_{x}, \ldots\right) \quad i=1,2, \ldots, n
$$

The question about the criteria for the existence of a Lax pair for a given evolution equation (or a system of equations) and the construction of such pairs is very interesting and important. There are some results in this direction, but the problem is far from its final solution. Meanwhile, examples of quite different Lax pairs (not differing only on the representation of the finite-dimensional algebras to which the coefficients $U(x, t, \lambda), V(x, t, \lambda)$ belong) for the same equation are found. For example, in a recent work [1] we introduced new Lax pairs, polynomial in the spectral parameter, for two important physical systems-the system of $\mathrm{O}(3)$ chiral fields (CF) equations and the famous Landau-Lifshitz (LL) equation [18]. The pairs that were known before depend on the spectral parameter $\lambda$ through elliptic functions [3, 4, 33]. Thus, there arises a number of interesting questions about the equivalence of the Lax pairs or in other words whether using different Lax pairs one can obtain the same results. It seems that the problem can be divided into two other problems.

- The equivalence of the hierarchies of evolution equations, the hierarchies of their conservation laws, and the geometrical properties of the corresponding hierarchies.
- The equivalence of the methods for constructing the exact solutions.

In the most trivial case, when the different Lax pairs correspond to different faithful representations of the same algebra, the first of these problems is trivially answered. However, even in this case the second problem is not so simple, as it can be shown that the spectral properties of the corresponding operators actually depend upon the representation one works in, see for example [15]. However, in our opinion far more interesting is the case where the Lax pairs differ not only by the choice of the corresponding representations but when the dependence on the spectral parameter in the Lax pairs is different. Of course, in order to answer the questions about the equivalence one must investigate thoroughly the results obtained via different Lax pairs. The elliptic pairs for the LL equation and the $\mathrm{O}(3)$ CF equation have attracted general attention and the literature treating the corresponding equations is large enough. Using the elliptic pair it was shown that the LL equation and the system of $\mathrm{O}(3) \mathrm{CF}$ equations are completely integrable Hamiltonian systems, see [33, 27], and the hierarchies of equations related to the LL and CF equations as well as their Hamiltonian structures are investigated in [7, 8, 10, 32].

There is one additional trend which was initially one of our principal motivations for the search of polynomial Lax pairs for the LL and CF equations. It is well known that when some parameters tend to zero the LL equation transforms into the famous Heisenberg ferromagnet (HF) equation. The auxiliary linear problem for the HF equation is polynomial in $\lambda$ and one of the well known facts from the theory of the soliton equations is the gauge equivalence between this problem and the Zakharov-Shabat linear problem. From here follows the equivalence between HF and the nonlinear Schrödinger equation [37]. This fact gave rise to the gauge-covariant theory of the generating (recursion) operators [13-15] and it is possible that the new pairs will help us to perform a similar program in the case of LL and CF equations.

As already mentioned, the polynomial pairs for the LL and CF equations have recently been introduced and the theory for them is not so well developed as for the elliptic pairs. In [2] we began the investigation of the LL and CF hierarchies of soliton equations corresponding to the polynomial bundle and have obtained an algorithmic procedure through which one can calculate these hierarchies. In this work we shall investigate more closely the Hamiltonian properties of the CF hierarchy and the corresponding recursion operators
which in the geometric approaches are called Nijenhuis tensors.

## 2. The CF hierarchy of integrable equations

We must recall some facts about the hierarchies of soliton equations, which can be obtained via the $s l(4)$ polynomial bundle, see [2]. In order to do so let us define the following maps from $\mathbb{C}^{3}$ into the algebra so(4) (the algebra of skew-symmetric $4 \times 4$ matrices):

$$
\begin{align*}
& \boldsymbol{u} \rightarrow\{\boldsymbol{u}\}_{I}=\left(\begin{array}{cccc}
0 & u_{1} & u_{2} & u_{3} \\
-u_{1} & 0 & u_{3} & -u_{2} \\
-u_{2} & -u_{3} & 0 & u_{1} \\
-u_{3} & u_{2} & -u_{1} & 0
\end{array}\right)  \tag{3}\\
& \boldsymbol{v} \rightarrow\{\boldsymbol{v}\}_{I I}=\left(\begin{array}{cccc}
0 & v_{1} & v_{2} & -v_{3} \\
-v_{1} & 0 & v_{3} & v_{2} \\
-v_{2} & -v_{3} & 0 & -v_{1} \\
v_{3} & -v_{2} & v_{1} & 0
\end{array}\right) . \tag{4}
\end{align*}
$$

It can be seen that every element $A \in \operatorname{so(4)}$ can be written in the form

$$
\begin{equation*}
A=\{\boldsymbol{u}\}_{I}+\{\boldsymbol{v}\}_{I I} \tag{5}
\end{equation*}
$$

and this representation corresponds to the well known splitting of $s o(4)$ into direct sum of two $\operatorname{so}(3)$ algebras.

The $s l(4)$ bundle we are speaking about consists of the following hierarchy of Lax pairs:
$L \equiv \frac{\partial}{\partial x}-U \quad M_{N} \equiv \frac{\partial}{\partial t}-V_{N} \quad U(\lambda)=\frac{1}{2} A(\lambda+J)$
$V_{N}(\lambda)=\frac{1}{2}\left(\lambda^{N} B_{0}+\lambda^{N-1} B_{1}+\cdots+B_{N}\right)(\lambda+J) \quad N=0,1,2, \ldots$
where

$$
\begin{align*}
& A=\{\boldsymbol{u}\}_{I}+\{\boldsymbol{v}\}_{I I} \\
& B_{n}=\left\{\boldsymbol{b}_{n}\right\}_{I}+\left\{\boldsymbol{c}_{n}\right\}_{I I} \tag{8}
\end{align*}
$$

$J$ is the diagonal matrix

$$
J=\left(\begin{array}{cccc}
-j_{1}-j_{2}+j_{3} & 0 & 0 & 0  \tag{9}\\
0 & -j_{1}+j_{2}-j_{3} & 0 & 0 \\
0 & 0 & j_{1}-j_{2}-j_{3} & 0 \\
0 & 0 & 0 & j_{1}+j_{2}+j_{3}
\end{array}\right)
$$

and $\boldsymbol{u}(x, t), \boldsymbol{v}(x, t) \in \mathbb{R}^{3}$ are smooth vector fields taking values on the unit sphere:

$$
\begin{equation*}
(\boldsymbol{u})^{2}=1 \quad(\boldsymbol{v})^{2}=1 \tag{10}
\end{equation*}
$$

The vector fields $\boldsymbol{u}(x, t), \boldsymbol{v}(x, t)$ obey the following boundary conditions

$$
\begin{align*}
& \lim _{x \rightarrow \pm \infty} \boldsymbol{u}=\boldsymbol{u}_{0}=\text { constant } \\
& \lim _{x \rightarrow \pm \infty} \boldsymbol{v}=\boldsymbol{v}_{0}=\text { constant } \\
& \lim _{x \rightarrow \pm \infty}\left(\frac{\partial}{\partial x}\right)^{n} \boldsymbol{u}=0  \tag{11}\\
& \lim _{x \rightarrow \pm \infty}\left(\frac{\partial}{\partial x}\right)^{n} \boldsymbol{v}=0 \\
& n=1,2, \ldots
\end{align*}
$$

which mean that they converge fast enough to some limit values for $|x| \rightarrow \infty$. Let us denote the set of the matrices of the type (8) with $\boldsymbol{u}(x), \boldsymbol{v}(x)$ obeying (10), (11) by $\mathcal{M}$. In other words $\mathcal{M}$ is the set of potentials.

In [2] we proved that the nonlinear evolution equations, corresponding to the hierarchy of Lax pairs introduced above have the following matrix form:

$$
\begin{equation*}
A_{t}=\left(B_{N}\right)_{x}-\frac{1}{2}\left(A J B_{N}-B_{N} J A\right) \tag{12}
\end{equation*}
$$

and can be written in an equivalent 'vector' form

$$
\begin{align*}
\boldsymbol{u}_{t} & =-\boldsymbol{u} \times \boldsymbol{b}_{N+1} \\
\boldsymbol{v}_{t} & =-\boldsymbol{v} \times \boldsymbol{c}_{N+1}  \tag{13}\\
N & =0,1,2, \ldots
\end{align*}
$$

where the functions $\boldsymbol{b}_{n}, \boldsymbol{c}_{n}, n=0,1, \ldots$ are the solutions of the infinite system:

$$
\begin{align*}
& \boldsymbol{u} \times \boldsymbol{b}_{0}=0 \quad \boldsymbol{v} \times \boldsymbol{c}_{0}=0 \\
& \boldsymbol{u} \times \boldsymbol{b}_{n+1}=-\left(\boldsymbol{b}_{n}\right)_{x}-K\left(\boldsymbol{v} \times \boldsymbol{c}_{n}\right)+\boldsymbol{u} \times K\left(\boldsymbol{c}_{n}\right)-\boldsymbol{b}_{n} \times K(\boldsymbol{v})  \tag{14}\\
& \boldsymbol{v} \times \boldsymbol{c}_{n+1}=-\left(\boldsymbol{c}_{n}\right)_{x}-K\left(\boldsymbol{u} \times \boldsymbol{b}_{n}\right)+K(\boldsymbol{u}) \times \boldsymbol{c}_{n}-K\left(\boldsymbol{b}_{n}\right) \times \boldsymbol{v} \\
& n=0,1, \ldots, N-1
\end{align*}
$$

We call this system the CF chain system. In the above expression $K$ is the diagonal matrix

$$
K=\operatorname{diag}\left(j_{1}, j_{2}, j_{3}\right)
$$

and $(K(\boldsymbol{a}))_{i} \equiv j_{i} a_{i}$. The next proposition gives an algorithm for obtaining successively the functions $\boldsymbol{b}_{n}, \boldsymbol{c}_{n}, n=0,1, \ldots$
Proposition 2.1. The CF chain system has the following solution:

$$
\begin{aligned}
& \begin{array}{l}
\boldsymbol{b}_{0}=\epsilon \boldsymbol{u} \quad \boldsymbol{c}_{0}=\mu \boldsymbol{v} \\
\boldsymbol{b}_{n+1}^{u}=\boldsymbol{u} \times\left(\boldsymbol{b}_{n}^{u}\right)_{x}
\end{array}+\left\langle\boldsymbol{u}, \boldsymbol{b}_{n}\right\rangle \boldsymbol{u} \times \boldsymbol{u}_{x}+\left[K\left(\boldsymbol{c}_{n}^{v}\right)\right]^{u}-\left(\left\langle\boldsymbol{u}, \boldsymbol{b}_{n}\right\rangle-\left\langle\boldsymbol{v}, \boldsymbol{c}_{n}\right\rangle\right)[K(v)]^{u} \\
& \quad+\boldsymbol{u} \times K\left(\boldsymbol{v} \times \boldsymbol{c}_{n}{ }^{v}\right)+\langle\boldsymbol{u}, K(\boldsymbol{v})\rangle \boldsymbol{b}_{n}^{u} \\
& \boldsymbol{c}_{n+1}^{v}=\boldsymbol{v} \times\left(\boldsymbol{c}_{n}^{v}\right)_{x}+\left\langle\boldsymbol{v}, \boldsymbol{c}_{n}\right\rangle \boldsymbol{v} \times \boldsymbol{v}_{x}+\left[K\left(\boldsymbol{b}_{n}^{u}\right)\right]^{v}+\left(\left\langle\boldsymbol{u}, \boldsymbol{b}_{n}\right\rangle-\left\langle\boldsymbol{v}, \boldsymbol{c}_{n}\right\rangle\right)[K(u)]^{v} \\
& +\boldsymbol{v} \times K\left(\boldsymbol{u} \times \boldsymbol{b}_{n}^{u}\right)+\langle\boldsymbol{u} K(\boldsymbol{v})\rangle \boldsymbol{c}_{n}^{v}
\end{aligned}
$$

$n=0,1,2, \ldots$
where $\epsilon, \mu$ are arbitrary constants and

$$
\begin{align*}
& \left\langle\boldsymbol{u}, \boldsymbol{b}_{n}\right\rangle=\int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{b}_{n}^{u}, \boldsymbol{u}_{x}\right\rangle+\left\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{b}_{n}^{u}\right\rangle+\left\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{c}_{n}^{v}\right\rangle\right) \mathrm{d} x \\
& \left\langle\boldsymbol{v}, \boldsymbol{c}_{n}\right\rangle=\int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{c}_{n}^{u}, \boldsymbol{v}_{x}\right\rangle+\left\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{b}_{n}^{u}\right\rangle+\left\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{c}_{n}^{v}\right\rangle\right) \mathrm{d} x \tag{16}
\end{align*}
$$

In the above formulae we denote by $\langle$,$\rangle the usual \mathbb{R}^{3}$ scalar product:

$$
\begin{equation*}
\langle\boldsymbol{a}, \boldsymbol{b}\rangle=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3} \tag{17}
\end{equation*}
$$

and by the upper indices ' $u$ ' and ' $v$ ' are denoted the projections of the corresponding vector fields onto the planes orthogonal to the vector fields $\boldsymbol{u}$ and $\boldsymbol{v}$ respectively. (Of course, as $\boldsymbol{u}$ and $\boldsymbol{v}$ depend on $x$ these planes also depend on $x$.)

Let us remark that the above expressions entail the existence of the integro-differential operators $\mathbf{A}_{ \pm}$, such that

$$
\begin{equation*}
\binom{b_{n+1}^{u}}{c_{n+1}^{v}}=\mathbf{A}_{ \pm}\binom{\boldsymbol{b}_{n}^{u}}{\boldsymbol{c}_{n}^{v}} \tag{18}
\end{equation*}
$$

The expressions for these operators are as follows

$$
\begin{aligned}
\mathbf{A}_{ \pm}\binom{\boldsymbol{a}}{\boldsymbol{b}}= & \binom{\boldsymbol{u} \times(\boldsymbol{a})_{x}+\boldsymbol{u} \times \boldsymbol{u}_{x} \int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{a}, \boldsymbol{u}_{x}\right\rangle+\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{a}\rangle+\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{b}\rangle\right) \mathrm{d} x}{\boldsymbol{v} \times(\boldsymbol{b})_{x}+\boldsymbol{v} \times \boldsymbol{v}_{x} \int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{b}, \boldsymbol{v}_{x}\right\rangle+\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{a}\rangle+\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{b}\rangle\right) \mathrm{d} x} \\
& +\binom{[K(\boldsymbol{b})]^{u}-[K(\boldsymbol{v})]^{u} \int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{a}, \boldsymbol{u}_{x}\right\rangle-\left\langle\boldsymbol{b}, \boldsymbol{v}_{x}\right\rangle\right) \mathrm{d} x}{[K(\boldsymbol{a})]^{v}+[K(\boldsymbol{u})]^{v} \int_{ \pm \infty}^{x}\left(\left\langle\boldsymbol{a}, \boldsymbol{u}_{x}\right\rangle-\left\langle\boldsymbol{b}, \boldsymbol{v}_{x}\right\rangle\right) \mathrm{d} x} \\
& +\binom{\boldsymbol{u} \times K(\boldsymbol{v} \times \boldsymbol{b})+\langle\boldsymbol{u}, K(\boldsymbol{v})\rangle \boldsymbol{a}}{\boldsymbol{v} \times K(\boldsymbol{u} \times \boldsymbol{a})+\langle\boldsymbol{u}, K(\boldsymbol{v})\rangle \boldsymbol{b}}
\end{aligned}
$$

where $\boldsymbol{a}, \boldsymbol{b}$ are two vector fields, such that $\langle\boldsymbol{a}, \boldsymbol{u}\rangle=\langle\boldsymbol{b}, \boldsymbol{v}\rangle=0$. We shall see that the operators (18) called recursion operators play a crucial role in the geometrical approach to the theory of the nonlinear evolution equations contained in the CF hierarchy.

## 3. Two-parametric family of Lie brackets over so(4) and related structures

We intend to show that the Hamiltonian properties of the CF hierarchy of equations are due to the special geometric structures existing over the manifold of potentials. For this we need some preliminaries which we introduce in the next section.

### 3.1. Two-parametric family of Lie brackets over so(n)

Let $\operatorname{so}(n)(n>2)$ be the Lie algebra of skew-symmetric $n \times n$ matrices (the considerations below are the same for both $\mathbb{R}$ and $\mathbb{C}$ so we do not fix the field of numbers). Let $J$ be fixed symmetric matrix $J \in \operatorname{sl}(n)$. We can then define the following bilinear skew-symmetric map

$$
\begin{align*}
& C: \operatorname{so}(n) \times \operatorname{so}(n) \rightarrow \operatorname{so}(n) \\
& C(X, Y)=X J Y-Y J X . \tag{19}
\end{align*}
$$

Clearly, if we fix the first argument in $C(X, Y)$ we obtain a linear map:

$$
\begin{align*}
& C_{X}: \operatorname{so}(n) \rightarrow \operatorname{so}(n)  \tag{20}\\
& C_{X}(Y) \equiv C(X, Y)
\end{align*}
$$

Of course the map $X \rightarrow C_{X}$ is also linear and maps $\operatorname{so}(n)$ into $\operatorname{Hom}(\operatorname{son}(n)$, so(n)). One can check by a simple computation that the following proposition holds.

Proposition 3.1. For arbitrary $X, Y \in \operatorname{so}(n)$

$$
\begin{equation*}
\left[C_{X}, C_{Y}\right]=C_{C(X, Y)} \tag{21}
\end{equation*}
$$

Corollary 3.1. The vector space $\operatorname{so(n)}$ can be endowed not only with the usual Lie algebra structure defined by the commutator but with an additional Lie algebra structure defined by $C(X, Y)$.

Proof. Indeed, $C(X, Y)$ is bilinear and skew-symmetric and the Jacobi identity is equivalent to (21).

The map $C(X, Y)$ possesses other interesting properties, which we introduce below.
Proposition 3.2. $C(X, Y)$ is two-coboundary for the adjoint representation of $\operatorname{so}(n)$.

Proof. Let us consider the linear map $\alpha$ :

$$
\begin{align*}
& \alpha: \operatorname{so}(n) \rightarrow \operatorname{so}(n) \\
& \alpha(X)=\frac{1}{2}(J X+X J) \tag{22}
\end{align*}
$$

where $X \in \operatorname{so}(n)$ and $J$ is the same diagonal matrix that we used in the definition of $C(X, Y)$. Then it is readily seen that $\mathrm{d} \alpha(X, Y)=C(X, Y)$. As $\mathrm{d}^{2}=0$, for arbitrary $X, Y, Z \in \operatorname{so}(n)$ we have $\mathrm{d} C(X, Y, Z)=0$.

From the above proposition one readily obtains the following.
Corollary 3.2. For arbitrary $X, Y \in \operatorname{so}(n)$

$$
\begin{equation*}
\left[\operatorname{ad}_{X}, C_{Y}\right]+\left[C_{X}, \operatorname{ad}_{Y}\right]-C_{[X, Y]}-\operatorname{ad}_{C(X, Y)}=0 \tag{23}
\end{equation*}
$$

We would like to also note the following property of the map $\alpha$ in the case when our algebra is $s o(4)$ and the element $J$ is the same as in (9).

Proposition 3.3. The map $\alpha$ corresponding to $J$, defined in (9), interchanges the two so(3) subalgebras of so(4). More precisely:

$$
\begin{equation*}
\alpha\left(\{\boldsymbol{u}\}_{I}\right)=-\{K \boldsymbol{u}\}_{I I} \quad \alpha\left(\{\boldsymbol{u}\}_{I I}\right)=-\{K \boldsymbol{u}\}_{I} \tag{24}
\end{equation*}
$$

where $K=\operatorname{diag}\left(j_{1}, j_{2}, j_{3}\right)$.
The following theorem can be proved by a simple computation.
Theorem 3.1. Let $C(X, Y)$ be a map for which (23) holds. Then for arbitrary numbers $a, b$ the bilinear map

$$
\begin{align*}
& H^{(a, b)}: \mathcal{G} \times \mathcal{G} \rightarrow \mathcal{G} \\
& H^{(a, b)}(X, Y)=a[X, Y]+b C(X, Y) \tag{25}
\end{align*}
$$

defines a Lie algebra structure over $\operatorname{so}(n)$.
Remark 3.1. When $C(X, Y)$ is defined by $J$, as in (19), the proof of the above statement can be simplified as the bilinear map $H(X, Y)$ is constructed in the same way as the map $C(X, Y)$, but using instead of $J$ the matrix $a J+b \mathbf{1}_{n}$.
If $\operatorname{so(n)}$ is endowed with the structure defined by the new commutator $H^{(a, b)}(X, Y)$ related
 the linear map that corresponds to $H^{(a, b)}(X, Y)$ when we fix the first argument.

### 3.2. Invariant bilinear forms for so $(4)_{(a, b)}$

We shall now concentrate on the algebra so(4). The algebra so(4) is semisimple but not a simple one, $(\operatorname{so}(4)=\operatorname{so}(3) \oplus \operatorname{so}(3)$, see (5)). For a given Lie algebra $\mathcal{G}$ let us introduce the Killing form $B(X, Y)$ :

$$
\begin{equation*}
B(X, Y)=\operatorname{tr}\left(\operatorname{ad}_{X} \circ \operatorname{ad}_{Y}\right) \quad X, Y \in \mathcal{G} \tag{26}
\end{equation*}
$$

$B(X, Y)$ is symmetric and as it is well known it is invariant with respect to the adjoint action, that is:

$$
\begin{equation*}
B\left(\operatorname{ad}_{X}(Y), Z\right)+B\left(Y, \operatorname{ad}_{X}(Z)\right)=0 \quad X, Y, Z \in \mathcal{G} \tag{27}
\end{equation*}
$$

An algebra $\mathcal{G}$ (over $\mathbb{R}$ or $\mathbb{C}$ ) is semisimple if the Killing form $B(X, Y)$ is nondegenerate. If the algebra $\mathcal{G}$ is simple every invariant symmetric bilinear form is proportional to $B(X, Y)$ [16]. On the other hand, if $\mathcal{G}$ is a matrix algebra with respect to the usual commutator, then
the form $\operatorname{tr}(X Y)$ is symmetric and invariant. It follows that if the trace form is nondegenerate and the algebra is simple then the form $B(X, Y)$ is proportional to $\operatorname{tr}(X Y)$. It turns out that in the case $\mathcal{G}=\operatorname{so}(4)$ the Killing form $B(X, Y)$ is again proportional to $\operatorname{tr}(X Y)$ despite the fact that $s o(4)$ is semisimple but not a simple one and we shall use this fact in the calculations as the trace form is simpler. For our considerations it is also important that when $\mathcal{G}$ is semisimple but not simple there are other invariant bilinear forms which are not proportional to the Killing form. For $\mathcal{G}=\operatorname{so(4)}$ we shall introduce such a form. In order to do so let us define the linear map $T: \operatorname{so(4)} \rightarrow \operatorname{so(4)}$

$$
\begin{equation*}
(T(X))_{i j}=\frac{1}{2} \epsilon_{i j k s} X_{k s} \quad i, j, k, s=1,2,3,4 . \tag{28}
\end{equation*}
$$

In the above expression $\epsilon_{i j k s}$ is the alternating Levi-Civita symbol, that is $\epsilon_{i j k s}$ is equal to zero if at least two of its indices coincide and if $(i, j, k, s)$ is a permutation of $(1,2,3,4)$ then $\epsilon_{i j k s}$ is equal to the parity of the permutation $(i, j, k, s)$. We also note that in (28) the usual rule about the summation over repeated indices is assumed. The next proposition can be proved by direct calculation.

Proposition 3.4. Let $\alpha(X)$ be the map $\alpha(X)=\frac{1}{2}(J X+X J)$ with $J$ defined in (9) and $T$ be the map defined in (28). Then:
(1) $T$ is involutive:

$$
T^{2}=\mathrm{id}_{s o(4)}
$$

(2) $T$ is symmetric with respect to the Killing form:

$$
B(T(X), Y)=B(T(Y), X) \quad X, Y \in \operatorname{so}(4)
$$

(3) $[T(X), T(Y)]=[X, Y] \quad X, Y \in \operatorname{so}(4)$.
(4) The two $s o(3)$ subalgebras of $\operatorname{so(4)}$ are invariant under the action of $T$ :

$$
\begin{aligned}
& T\left(\{\boldsymbol{u}\}_{I}\right)=\{\boldsymbol{u}\}_{I} \\
& T\left(\{\boldsymbol{u}\}_{I I}\right)=-\{\boldsymbol{u}\}_{I I} .
\end{aligned}
$$

(5) The form $B([X, Y], T(Z))$ is three-cocycle for the trivial representation of $\operatorname{so(4)}$.
(6) The form $B(X J Y-Y J X, T(Z))=B(C(X, Y), T(Z))$ is three-cocycle for the trivial representation of $\operatorname{so(4)}$.
(7) The linear mapping $\alpha$ is symmetric with respect to the Killing form:

$$
B(\alpha(X), Y)=B(X, \alpha(Y)) \quad X, Y \in \operatorname{so}(4)
$$

(8) $T \circ \alpha=-\alpha \circ T$.

Let us define the bilinear form

$$
\begin{equation*}
K(X, Y) \equiv B(X, T(Y)) \quad X, Y \in \operatorname{so}(4) \tag{29}
\end{equation*}
$$

Taking into account the properties of $T$ it is not hard to prove the following.
Proposition 3.5. $K(X, Y)$ is invariant bilinear form with respect to the adjoint action of $\operatorname{so(4)})_{(a, b)}$.
From the properties of $T$ and $\alpha$ listed in proposition 3.4 we get the following.
Proposition 3.6. The linear mapping $\alpha$ is skew-symmetric with respect to the form $K$, that is

$$
\begin{equation*}
K(\alpha(X), Y)+K(X, \alpha(Y))=0 \quad X, Y \in \operatorname{so}(4) \tag{30}
\end{equation*}
$$

### 3.3. Two-parametric family of Poisson-Lie tensors over so(4)

As is well known (see for example [25]) the Poisson brackets over a manifold $\dagger \mathcal{M}$ can be introduced either by symplectic form or by Poisson tensor. Let us recall some principal results from the theory of Poisson manifolds, that is the manifolds equipped with Poisson tensor.

Let $T_{m}(\mathcal{M})$ and $T_{m}^{*}(\mathcal{M})$ be the tangent and the cotangent spaces at the point $m$ of the manifold $\mathcal{M}$.

The Poisson tensor field (or simply Poisson tensor) is a field of linear mappings $m \rightarrow P_{m}: T_{m}^{*}(\mathcal{M}) \rightarrow T_{m}(\mathcal{M})$ having the properties:

$$
\text { (i) } P_{m}^{*}=-P_{m} \quad \text { (ii) }[P, P]_{S}=0
$$

Here [.] $]_{S}$ denotes the so-called Schouten bracket of two tensor fields (see [9]).
The Poisson tensors were discovered by Lie [20] and have many applications, see for example [19, 25]. Condition (ii) ensures the Jacobi identity and (i) guarantees the skewsymmetry of the Poisson bracket

$$
\{f, g\}=(P \mathrm{~d} f, \mathrm{~d} g)
$$

where $f$ and $g$ are functions over the manifold $\mathcal{M}$.
Remark 3.2. When we write $P^{*}=-P$ we assume that the spaces $T_{m}^{* *}(\mathcal{M})$ and $T_{m}(\mathcal{M})$ can be identified. This of course is always possible if the manifold $\mathcal{M}$ is finite dimensional, but if it is not the case one must proceed with some caution.

The Poisson bracket could be degenerate, that is $P$ does not necessarily possess an inverse. When $P$ is invertible one can define the symplectic form $\omega$ through the formula $\omega(X, Y)=\left(X, P^{-1}(Y)\right)$, where $X, Y$ are vector fields over $\mathcal{M}$. Naturally, in this case the Poisson brackets defined through the Poisson structure and through symplectic structure $\omega$ coincide.

There is a canonical way to equip the dual space $\mathcal{G}^{*}$ of a Lie algebra $\mathcal{G}$ with Poisson structure, provided one can identify the vector spaces $\mathcal{G}^{* *}$ and $\mathcal{G}$. This structure is again discovered by Lie, [20] and was rediscovered later by several authors, see for example [17, 34].

Suppose $\mu \in \mathcal{G}^{*}$. Then clearly

$$
\begin{equation*}
T_{\mu}\left(\mathcal{G}^{*}\right)=\mathcal{G}^{*} \quad T_{\mu}^{*}\left(\mathcal{G}^{*}\right)=\mathcal{G}^{* *}=\mathcal{G} \tag{31}
\end{equation*}
$$

The canonical Poisson structure over $\mathcal{G}^{*}$ is defined by the following field of linear maps:

$$
\begin{align*}
& \mu \rightarrow L_{\mu} \in \operatorname{Hom}\left(\mathcal{G}, \mathcal{G}^{*}\right)  \tag{32}\\
& L_{\mu}(\xi)=-\operatorname{ad}_{\xi}^{*} \mu \quad \xi \in \mathcal{G} .
\end{align*}
$$

The tensor $L$ is called Poisson-Lie tensor or Kirillov tensor and the Poisson bracket defined by it is called Poisson-Lie bracket, Kirillov bracket, Berezin bracket etc. We shall call the above tensor the Poisson-Lie tensor and the corresponding bracket the Poisson-Lie bracket.

If there exists symmetric nondegenerate bilinear $B(X, Y)$ over $\mathcal{G}$, invariant with respect to the adjoint action of $\mathcal{G}$, then one can not only identify in canonical way $\mathcal{G}^{*}$ and $\mathcal{G}$ but define Poisson brackets on $\mathcal{G}$. Indeed, if $\mathcal{G}^{*}$ and $\mathcal{G}$ are identified the adjoint and the coadjoint representations coincide and one can define Poisson structure over the algebra $\mathcal{G}$ :

$$
\begin{align*}
& q \rightarrow L_{q} \in \operatorname{Hom}(\mathcal{G}, \mathcal{G})  \tag{33}\\
& L_{q}(\xi)=\operatorname{ad}_{\xi} q \quad \xi \in \mathcal{G} \equiv \mathcal{G}^{*}
\end{align*}
$$

$\dagger$ In what follows we assume that all the manifolds and all the tensor fields are smooth.

If $f, g$ are smooth functions over $\mathcal{G}$ the Poisson bracket $\{f, g\}$ of these functions is then

$$
\begin{equation*}
\{f, g\}(q)=-\left\langle q,\left[\mathrm{~d} f_{q}, \mathrm{~d} g_{q}\right]\right\rangle=-B\left(q,\left[\mathrm{~d} f_{q}, \mathrm{~d} g_{q}\right]\right) \tag{34}
\end{equation*}
$$

where the differentials $\mathrm{d} f_{q}, \mathrm{~d} g_{q} \in \mathcal{G}^{*} \equiv \mathcal{G}$.
Considering the algebraical structure over $\operatorname{so}(4)_{(a, b)}$ and taking into account the existence of the invariant bilinear form $K(X, Y)$ we arrive at the following theorem.

Theorem 3.2. For fixed element $J$ there exists a two-parametric family of Poisson-Lie structures over the manifold $\mathcal{M}=\operatorname{so}(4)$ :

$$
\begin{align*}
& q \rightarrow P_{q}^{(a, b)} \in \operatorname{Hom}(\operatorname{so}(4), \operatorname{so}(4)) \\
& P_{q}^{(a, b)}(\xi)=H_{\xi}^{(a, b)}(q)=-H_{q}^{(a, b)}(\xi) \quad \xi \in \operatorname{so}(4) \equiv \operatorname{so}(4)^{*} \tag{35}
\end{align*}
$$

### 3.4. The Gel'fand-Fuchs cocycle and related Poisson structures

There is an elegant way to define the Poisson tensor over the infinite-dimensional manifold $\mathcal{G}_{0}[x]$ of all smooth functions $f(x)$ defined on the real line, taking their values in the Lie algebra $\mathcal{G}$ and tending fast enough to constant $f_{0} \in \mathcal{G}$ when $|x| \rightarrow \infty$. For obvious reasons we take the tangent space $T_{f}\left(\mathcal{G}_{0}[x]\right)$ at the point $f \in \mathcal{G}_{0}[x]$ to be the vector space consisting of all Schwartz-type functions $\xi(x)$ on the line taking their values in $\mathcal{G}$. We shall denote this space by $\mathcal{G}[x]$. If we define the Lie algebra operation pointwise both $\mathcal{G}_{0}[x]$ and $\mathcal{G}[x]$ become Lie algebras and

$$
\begin{equation*}
\left[\mathcal{G}[x], \mathcal{G}_{0}[x]\right] \subset \mathcal{G}[x] \tag{36}
\end{equation*}
$$

First, we recall that if $\mathcal{G}$ is a Lie algebra and $\gamma$ is a two-cocycle of the trivial action of the algebra on the field of scalars, then

$$
\begin{equation*}
\mu \rightarrow P_{\mu}: P_{\mu}(\xi)=-\operatorname{ad}_{\xi}^{*} \mu+\gamma(\xi, .) \quad \xi \in \mathcal{H} \tag{37}
\end{equation*}
$$

is Poisson tensor over $\mathcal{G}^{*}$.
The above trick is widely applied in the theory of the integrable equations in the case $\mathcal{H}=\mathcal{G}[x]$, the algebra of Schwartz-type functions on $\mathbb{R}$ taking values in $\mathcal{G}$, see for example [28-31,25]. If $K(X, Y)$ is invariant nondegenerate bilinear form on $\mathcal{G}$ then we can define the following two-cocycle of $\mathcal{G}[x]$, called the Gel'fand-Fuchs cocycle:
$\gamma(\xi, \eta)=c \int_{-\infty}^{+\infty} K\left(\partial_{x} \xi, \eta(x)\right) \mathrm{d} x \quad \xi, \eta \in \mathcal{H}[x] \quad c=\mathrm{constant} \quad \partial_{x} \equiv \frac{\partial}{\partial x}$.

Allowing some lack of rigor we identify $\mathcal{G}[x]$ and $\mathcal{G}[x]^{*}$ using the invariant nondegenerate bilinear form on $\mathcal{G}[x]$ :

$$
\begin{equation*}
\langle\langle\xi, \eta\rangle\rangle=\int_{-\infty}^{+\infty} K(\xi(x), \eta(x)) \mathrm{d} x \quad \xi, \eta \in \mathcal{G}[x] \tag{39}
\end{equation*}
$$

and as a result we obtain the following Poisson tensor

$$
\begin{equation*}
P_{q}(\xi)=[\xi, q]+c \partial_{x} \xi \tag{40}
\end{equation*}
$$

It can be verified that the above expression actually defines the Poisson tensor also for the case when the potential $q$ belongs to the set of all smooth functions with values in $\mathcal{G}$ tending fast enough to constant element from $\mathcal{G}$ as $|x| \rightarrow \infty$, that is to $\mathcal{G}_{0}[x]$. Applying the above constructions for the case $\mathcal{G}=\operatorname{so}(4)_{(a, b)}$ we obtain the following theorem.

Theorem 3.3. Over the manifold $\operatorname{so}(4)_{0}[x]$ there exists a three-parametric family of Poisson tensor fields:

$$
\begin{equation*}
P_{q}^{(a, b, c)}=-H_{q}^{(a, b)}+c \partial_{x} \tag{41}
\end{equation*}
$$

The situation stated in the above theorem is quite similar to that described in [31] but the existence of scalar product invariant with respect to the both Lie algebra structures makes the $s o(4)$ case quite unique.

## 4. Geometric setting for the CF hierarchy

### 4.1. Poisson-Nijenhuis structures.

In order to develop the geometric theory for the CF hierarchy we recall some properties of the so-called Poisson-Nijenhuis $(P-N)$ manifolds. It is known that they give geometric interpretations for some of the remarkable properties of the soliton equations.

Let $\mathcal{M}$ be a manifold. A Nijenhuis tensor field $N$ over $\mathcal{M}$ (or simply a Nijenhuis tensor) is a field of continuous linear mappings:

$$
\begin{equation*}
m \rightarrow N_{m}: T_{m}(\mathcal{M}) \rightarrow T_{m}(\mathcal{M}) \quad m \in \mathcal{M} \tag{42}
\end{equation*}
$$

(field of operators) for which the Nijenhuis bracket $R \equiv[N, N]$ vanishes, see [9]. Roughly speaking the fact that $[N, N]=0$ ensures that the eigenspaces of $N$ are integrable in Frobenius sense. (For some additional properties of the Nijenhuis tensors see [35, 36].)

Following [23] we shall say that on the manifold $\mathcal{M}$ is defined a $P-N$ structure if on $\mathcal{M}$ are defined simultaneously Poisson tensor $P$ and Nijenhuis tensor $N$ which satisfy the following coupling conditions:

$$
\begin{align*}
& N P=P N^{*}  \tag{43a}\\
& P L_{N(X)}(\alpha)-P L_{X}\left(N^{*} \alpha\right)+L_{P \alpha}(N)(X)=0 \tag{43b}
\end{align*}
$$

for an arbitrary choice of $X \in \mathcal{T}(\mathcal{M})$ and $\alpha \in \mathcal{T}^{*}(\mathcal{M})$. (Here by $\mathcal{T}(\mathcal{M})$ and $\mathcal{T}^{*}(\mathcal{M})$ are denoted the modules of vector fields and one-forms over $\mathcal{M}$ and $L_{X}$ means the Lie derivative defined by the vector field $X$.) The above structure seems very specific, but for the soliton equations it is natural. In fact in almost every approach to the theory of completely integrable systems one can notice that a crucial role is played by the so-called compatible Poisson tensors, see [5, 6, 21, 22], or as they are also called Hamiltonian pairs, see $[11,12]$. Two Poisson tensors $P$ and $Q$ are compatible if the tensor $P+Q$ is also a Poisson tensor. It is evident that for this it is necessary and sufficient that

$$
\begin{equation*}
[P, Q]_{S}=0 \tag{44}
\end{equation*}
$$

where $[P, Q]_{S}$ is the Schouten bracket. It can be shown [23], that the compatible Poisson tensors define the $P-N$ structure, more specifically if $P$ and $Q$ are Poisson tensors on the manifold $\mathcal{M}$ and $Q$ is invertible then the tensor fields $N=P \circ Q^{-1}$ and $Q$ endow the manifold $\mathcal{M}$ with $P-N$ structure. The properties of the $P-N$ manifolds (or compatible Poisson tensors) explain some of the remarkable features of the soliton equations, such as: the fact that they appear in hierarchies, the existence of series of conservation laws for these equations and the fact that they are Hamiltonian with respect to hierarchies of Poisson structures (symplectic structures), see [11, 12, 21, 22]. According to the geometric schemes the soliton equations are defined by the fundamental fields of the above structures, for example in the case of $P-N$ manifolds the fundamental fields $X$ satisfy $L_{X}(P)=0$, $L_{X}(N)=0$.

Naturally, it happens that Poisson tensor $Q$ is degenerate, that is $Q^{-1}$ do not exist and it is impossible to perform the construction outlined in the above. However, if it is possible to restrict the Poisson tensors $P$ and $Q$ onto some submanifold $\mathcal{N} \subset \mathcal{M}$ and if the restriction of $Q$ is nondegenerate then $\mathcal{N}$ is endowed with the $P-N$ structure. That is why it is important to know how to restrict Poisson tensors onto submanifolds. One of the results treating this issue is the following theorem, [23, 24], which we shall refer to as the restriction theorem.

Theorem 4.1. Let $\mathcal{M}$ be a Poisson manifold and $\mathcal{N} \subset \mathcal{M}$ be a submanifold. Let us denote by $i$ the natural inclusion of $\mathcal{N}$ into $\mathcal{M}$, by $\chi_{P}^{*}(\mathcal{N})_{m}$ the subspace of covectors $\alpha \in T_{m}^{*}(\mathcal{M})$ such that

$$
\begin{equation*}
P_{m}(\alpha) \in[d i]_{m}\left(T_{m}(\mathcal{N})\right)=\operatorname{im}\left([d i]_{m}\right) \quad m \in \mathcal{N} \tag{45}
\end{equation*}
$$

and by $T_{m}^{\perp}(\mathcal{N})$ the set of all covectors over $\mathcal{M}$ vanishing on the subspace $\operatorname{im}\left([d i]_{m}\right), m \in \mathcal{N}$ (the annihilator of $\operatorname{im}\left([d i]_{m}\right)$ in $T_{m}^{*}(\mathcal{M})$ ). Let the following relations hold:

$$
\begin{array}{ll}
\chi_{P}^{*}(\mathcal{N})_{m}+T_{m}^{\perp}(\mathcal{N})=T_{m}^{*}(\mathcal{M}) & m \in \mathcal{N} \\
\chi_{P}^{*}(\mathcal{N})_{m} \cap T_{m}^{\perp}(\mathcal{N}) \subset \operatorname{ker}\left(P_{m}\right) & m \in \mathcal{N} \tag{47}
\end{array}
$$

Then there exists a unique Poisson tensor $\bar{P}$ on $\mathcal{N}, i$-connected with $P$, that is

$$
\begin{equation*}
P_{m}=[d i]_{m} \circ \bar{P}_{m} \circ[d i]_{m}^{*} \quad m \in \mathcal{N} \tag{48}
\end{equation*}
$$

The above theorem may be applied for example to restrict the Poisson-Lie tensor $L_{\mu}$ for a given algebra $\mathcal{G}$ onto the orbits of the coadjoint representation of the Lie group $G$, corresponding to $\mathcal{G}$, see $[17,34]$ and for general results about restriction of Poisson tensors see [26].

## 4.2. $P-N$ structure of the manifold of potentials for the $C F$ hierarchy

We shall define now the Hamiltonian structures of the equations from the CF hierarchy. First, let us remark that the set of potentials has a natural structure of infinite-dimensional manifold. Indeed, the manifold of potentials for the CF hierarchy is in fact the set of smooth functions

$$
\begin{align*}
& A(x)=\{\boldsymbol{u}(x)\}_{I}+\{\boldsymbol{v}(x)\}_{I I} \\
& (\boldsymbol{u}(x))^{2}=(\boldsymbol{v}(x))^{2}=1  \tag{49}\\
& \boldsymbol{u}(x), \boldsymbol{v}(x)-\text { real }
\end{align*}
$$

defined over the real line $\mathbb{R}$ and tending fast enough to some limit value

$$
A_{0}=\left\{\boldsymbol{u}_{0}\right\}_{I}+\left\{\boldsymbol{v}_{0}\right\}_{I I}
$$

as $|x| \rightarrow \infty$.
Diagonalizing the matrix $A(x)$ we see that the requirements (49) simply mean that $A(x)$ takes its values into the following orbit of the adjoint representation of the group $S O(4, \mathbb{R})$ :

$$
\begin{equation*}
\mathcal{O}_{B_{0}}=\left\{A=A d(g) B_{0} \quad g \in S O(4, \mathbb{R})\right\} \subset \operatorname{so}(4) \tag{50}
\end{equation*}
$$

where

$$
B_{0}=\left(\begin{array}{cccc}
0 & 2 & 0 & 0  \tag{51}\\
-2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)=\{(1,0,0)\}_{I}+\{(1,0,0)\}_{I I}
$$

Therefore the manifold of potentials is the set $\mathcal{O}_{B_{0}}[x]$ consisting of functions taking values in $\mathcal{O}_{B_{0}}$ and tending fast enough to some limit value as $|x| \rightarrow \infty$. Clearly $\mathcal{O}_{B_{0}}[x]$ is an infinitedimensional manifold and submanifold of $\operatorname{so}(4, \mathbb{R})_{0}[x]$. This submanifold can be expressed more explicitly if one remarks that the orbit $\mathcal{O}_{B_{0}}$ has also the following representation:

$$
\begin{equation*}
\mathcal{O}_{B_{0}}=\{A: B(A, A)=-16 \quad K(A, A)=0\} \subset \operatorname{so}(4, \mathbb{R}) \tag{52}
\end{equation*}
$$

where $B(X, Y)$ and $K(X, Y)$ are the symmetric forms on $\operatorname{so}(4, \mathbb{R})$ that we introduced earlier. In order to see that it is enough to remark that for arbitrary $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{3}$

$$
\begin{align*}
& B\left(\boldsymbol{a}_{I}, \boldsymbol{b}_{I}\right)=K\left(\boldsymbol{a}_{I}, \boldsymbol{b}_{I}\right)=-8\langle\boldsymbol{a}, \boldsymbol{b}\rangle \\
& B\left(\boldsymbol{a}_{I I}, \boldsymbol{b}_{I I}\right)=-K\left(\boldsymbol{a}_{I I}, \boldsymbol{b}_{I I}\right)=-8\langle\boldsymbol{a}, \boldsymbol{b}\rangle  \tag{53}\\
& B\left(\boldsymbol{a}_{I}, \boldsymbol{b}_{I I}\right)=K\left(\boldsymbol{a}_{I}, \boldsymbol{b}_{I I}\right)=0 .
\end{align*}
$$

Naturally $X(x) \in T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$ exactly when

$$
\begin{equation*}
B(A, X)=0 \quad K(A, X)=B(A, T(X))=B(T(A), X)=0 \tag{54}
\end{equation*}
$$

For the sake of brevity we shall denote the points $Q=\{\boldsymbol{a}\}_{I}+\{\boldsymbol{b}\}_{I I}$ of the algebra $\operatorname{so}(4)$ by $Q=(\boldsymbol{a}, \boldsymbol{b})^{T}$ and the points $A(x)=\{\boldsymbol{u}(x)\}_{I}+\{\boldsymbol{v}(x)\}_{I I}$ of the manifold $\mathcal{O}_{B_{0}}[x]$ by $A(x)=(\boldsymbol{u}(x), \boldsymbol{v}(x))^{T}$ or simply by $A=(\boldsymbol{u}, \boldsymbol{v})^{T}$. Also, in order to write in a more convenient way some complicated expressions we shall denote by lower indices $I$ and $I I$ the following projections

$$
\begin{equation*}
\binom{\xi}{\eta}_{I}=\xi \quad\binom{\xi}{\eta}_{I I}=\eta . \tag{55}
\end{equation*}
$$

With the new notations a vector $X(x)$ at the point $A(x) \in \mathcal{O}_{B_{0}}[x]$ is represented by a couple of Schwartz-type functions $(\boldsymbol{\xi}(x), \boldsymbol{\eta}(x))^{T}$, for which:

$$
\begin{equation*}
\langle\boldsymbol{u}(x), \boldsymbol{\xi}(x)\rangle=\langle\boldsymbol{v}(x), \boldsymbol{\eta}(x)\rangle=0 . \tag{56}
\end{equation*}
$$

According to our convention we identify the vectors and covectors using the pairing defined in (39). We easily obtain

$$
\begin{equation*}
\left\langle\left\langle(\boldsymbol{\xi}(x), \boldsymbol{\eta}(x))^{T},(\boldsymbol{\mu}(x), \boldsymbol{\nu}(x))^{T}\right\rangle\right\rangle=-8 \int_{-\infty}^{+\infty}[\langle\boldsymbol{\xi}(x), \boldsymbol{\mu}(x)\rangle-\langle\boldsymbol{\eta}(x), \boldsymbol{\nu}(x)\rangle] \mathrm{d} x \tag{57}
\end{equation*}
$$

Thus $K(X, Y)$ is nondegenerate when restricted to the tangent space $T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$ and as before with the help of $K(X, Y)$ we can identify the tangent space $T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$ and the cotangent space $T_{A}^{*}\left(\mathcal{O}_{B_{0}}[x]\right)$.

We shall now try to restrict two of the tensors from the three-parametric family of Poisson tensors defined in theorem 3.3 onto the submanifold $\mathcal{O}_{B_{0}}[x]$. These tensors are

$$
\begin{align*}
& Q_{A} \equiv-H_{A}^{\left(-\frac{1}{2}, 0\right)}=\frac{1}{2} \operatorname{ad}_{A}  \tag{58}\\
& P_{A} \equiv-H_{A}^{\left(0, \frac{1}{2}\right)}+\partial_{x}=-\frac{1}{2} C_{A}+\partial_{x}
\end{align*}
$$

or equivalently

$$
\begin{gather*}
P\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}=\binom{\boldsymbol{\xi}_{x}+K(\boldsymbol{v} \times \boldsymbol{\eta})-\boldsymbol{u} \times K(\boldsymbol{\eta})+\boldsymbol{\xi} \times K(\boldsymbol{v})}{\boldsymbol{\eta}_{x}+K(\boldsymbol{u} \times \boldsymbol{\xi})-\boldsymbol{v} \times K(\boldsymbol{\xi})+\boldsymbol{\eta} \times K(\boldsymbol{v})}  \tag{59}\\
Q\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}=\binom{-\boldsymbol{u} \times \boldsymbol{\xi}}{-\boldsymbol{v} \times \boldsymbol{\eta}} . \tag{60}
\end{gather*}
$$

Remark that $Q^{-1}=-Q$.

The fact that $Q$ allows nondegenerate restriction over $\mathcal{O}_{B_{0}}[x]$ and its form after the restriction does not change is in fact the theorem that the Poisson-Lie tensor restricted to an orbit of the coadjoint representation is nondegenerate, so there is no need to prove it.

In view of the tensor $P$ it cannot be restricted directly. In order to perform the restriction we shall use theorem 4.1 with $\mathcal{M}=\operatorname{so}(4, \mathbb{R})_{0}[x]$ and $\mathcal{N}=\mathcal{O}_{B_{0}}[x]$. Let us find $\chi_{P}^{*}(\mathcal{N})_{A}$ and $T_{A}^{\perp}(\mathcal{N}), A \in \mathcal{N}=\mathcal{O}_{B_{0}}[x]$ (for the definitions of these spaces see the restriction theorem 4.1). Naturally, the annihilator

$$
\begin{equation*}
T_{A}^{\perp}(\mathcal{N})=\left\{(f \boldsymbol{u}, g \boldsymbol{v})^{T} ; f, g \in \mathcal{S}\right\} \tag{61}
\end{equation*}
$$

where $\mathcal{S}$ is the set of all Schwartz-type functions on the line. We can also say that

$$
\begin{equation*}
T_{A}^{\perp}(\mathcal{N})=\{(\bar{f} A+\bar{g} T(A) ; \quad \bar{f}, \bar{g} \in \mathcal{S}\} . \tag{62}
\end{equation*}
$$

According to the definition $X \in \chi_{P}^{*}(\mathcal{N})_{A}$ if $P_{A}(X) \in T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$ or in other words if the following equations hold

$$
\begin{align*}
& B\left(A, \partial_{x} X\right)-\frac{1}{2} B\left(A, C_{A}(X)\right)=0  \tag{63}\\
& K\left(A, \partial_{x} X\right)=0 \tag{64}
\end{align*}
$$

After some simple transformations we obtain that these equations are equivalent to

$$
\begin{align*}
& B(A, X)=\partial_{x}^{-1}\left[B\left(A_{x}, X\right)+\frac{1}{2} B\left(A, C_{A}(X)\right)\right]  \tag{65}\\
& K(A, X)=B(T(A), X)=\partial_{x}^{-1} B\left(A_{x}, T(X)\right) \tag{66}
\end{align*}
$$

where $\partial_{x}^{-1}$ stands for the inverse of the operator $\partial_{x}$. The choice of $\partial_{x}^{-1}$ of course is not unique and it is easy to see that we can use as inverse any of the operators:

$$
\begin{equation*}
\partial_{x}^{-1}=\tau \int_{-\infty}^{x}+(1-\tau) \int_{+\infty}^{x} \quad \tau \in \mathbb{R} \tag{67}
\end{equation*}
$$

but we shall postpone the discussion about the appropriate choice for $\partial_{x}^{-1}$ in order to proceed with our geometric construction.

Let us remark that for $A \in \mathcal{O}_{B_{0}}[x]$ we have $B(A, T(A))=K(A, A)=0$ or in other words $A$ and $T(A)$ are orthogonal with respect to the Killing form. Then taking into account (54) we see that the following orthogonal decomposition holds:

$$
\begin{equation*}
\operatorname{so}(4, \mathbb{R})=[\mathbb{R} A(x) \oplus \mathbb{R} T(A(x))] \oplus T_{A}\left(\mathcal{O}_{B_{0}}[x]\right) \tag{68}
\end{equation*}
$$

(This decomposition obviously depends on $x$.)
For fixed $X$ let us denote by $X^{A}$ the orthogonal projection of $X$ onto the space $T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$ and the orthogonal projection of X over the space spanned by $A$ and $T(A)$ by $X_{A}$. It is easily seen that

$$
\begin{align*}
& X^{A}=X+\frac{1}{16} B(A, X) A+\frac{1}{16} B(T(A), X) T(A) \\
& X_{A}=-\frac{1}{16} B(A, X) A-\frac{1}{16} B(T(A), X) T(A) \tag{69}
\end{align*}
$$

If we now return to equations (65) and (66) then due to the fact that

$$
\begin{equation*}
B\left(A, C_{A}(T(A))\right)=K\left(T(A), C_{A}(T(A))\right)=0 \tag{70}
\end{equation*}
$$

we see that in the right-hand sides we can put instead of $X$ the projection $X^{A}$ and (65), (66) actually show that if $X \in \chi_{P}^{*}(\mathcal{N})_{A}$ the component $X_{A}$ is expressed by the component $X^{A}$. Taking this into account we write

$$
\begin{equation*}
X=Y+Z \tag{71}
\end{equation*}
$$

where

$$
\begin{align*}
& Y=X^{A}-\frac{1}{16} A \partial_{x}^{-1}\left[B\left(A_{x}, X^{A}\right)+\frac{1}{2} B\left(A, C_{A}\left(X^{A}\right)\right)\right]-\frac{1}{16} T(A) \partial_{x}^{-1} B\left(A_{x}, T\left(X^{A}\right)\right)  \tag{72}\\
& Z=X_{A}+\frac{1}{16} A \partial_{x}^{-1}\left[B\left(A_{x}, X^{A}\right)+\frac{1}{2} B\left(A, C_{A}\left(X^{A}\right)\right)\right]+\frac{1}{16} T(A) \partial_{x}^{-1} B\left(A_{x}, T\left(X^{A}\right)\right) \tag{73}
\end{align*}
$$

Using (70) one can check that $Y \in \chi_{P}^{*}(\mathcal{N})_{A}$. In view of the vector $Z$ it is a linear combination of $A$ and $T(A)$ and hence $Z \in T_{A}^{\perp}(\mathcal{N})$. Moreover, from (71) and (65), (66) we see that

$$
\begin{align*}
& T_{A}^{\perp}(\mathcal{N}) \oplus \chi_{P}^{*}(\mathcal{N})_{A}=T_{A}^{*}(\mathcal{M})  \tag{74}\\
& T_{A}^{\perp}(\mathcal{N}) \bigcap \chi_{P}^{*}(\mathcal{N})_{A}=\{0\} \subset \operatorname{ker}\left(P_{A}\right) \tag{75}
\end{align*}
$$

(Of course, here $\mathcal{M}=\operatorname{so}(4, \mathbb{R})_{0}[x]$ and $\mathcal{N}=\mathcal{O}_{B_{0}}[x]$.) Then the requirements of the restriction theorem are fulfilled and there exists restriction $\bar{P}$ of $P$ defined over $\mathcal{N}$. According to the prescriptions of this theorem for $\alpha \in T_{A}^{*}(\mathcal{N})$ we must take $\beta=i^{*} \alpha$, then represent $\beta$ as sum $\beta_{1}+\beta_{2}$ in such a way that $\beta_{1} \in \chi_{P}^{*}(\mathcal{N})_{A}$ and $\beta_{2} \in T_{A}^{\perp}(\mathcal{N})$ and finally put $\bar{P}(\alpha) \equiv P\left(\beta_{1}\right)$. Here as usual $i$ is the natural inclusion map

$$
\begin{equation*}
i: \mathcal{N} \rightarrow \mathcal{M} \tag{76}
\end{equation*}
$$

However, in our case $T_{A}(\mathcal{M})$ and $T_{A}^{*}(\mathcal{M})$ are identified and the pull-back of the inclusion map $i$ is simply the orthogonal projection $X \rightarrow X^{A}$. As it is readily seen the role of the component $\beta_{1}$ here is played by expression (72) where we must put $X$ instead of $X^{A}$ in the integrands. Finally, we arrive to the following expression for the restricted Poisson tensor:

$$
\begin{align*}
\bar{P}_{A}(X)=\partial_{x} X & -\frac{1}{16} A_{x} \partial_{x}^{-1}\left[B\left(A_{x}, X\right)+\frac{1}{2} B\left(A, C_{A}(X)\right)\right] \\
& -\frac{1}{16} T\left(A_{x}\right) \partial_{x}^{-1} B\left(A_{x}, T(X)\right)-\frac{1}{16} A\left[B\left(A_{x}, X\right)+\frac{1}{2} B\left(A, C_{A}(X)\right)\right] \\
& -\frac{1}{16} T(A) B\left(A_{x}, T(X)\right)-\frac{1}{2} C_{A}(X) \tag{77}
\end{align*}
$$

$X \in T_{A}^{*}(\mathcal{N}) \sim T_{A}(\mathcal{N})$.
Remark 4.1. The function $A_{x}$ tends to zero as $|x| \rightarrow \infty$ and $X(x)$ is a function of the Schwartz type, so the integrals in (77) exist. The same is true for the integrals in the expressions for $Y$ and $Z$, see (72) and (73).

We must also ensure that $\bar{P}$ is skew-symmetric at least in a weak sense, that is we must have

$$
\begin{equation*}
\left\langle\left\langle\bar{P}_{A}(X), Y\right\rangle\right\rangle=-\left\langle\left\langle X, \bar{P}_{A}(Y)\right\rangle\right\rangle \tag{78}
\end{equation*}
$$

for $X, Y \in T_{A}\left(\mathcal{O}_{B_{0}}[x]\right)$. A simple integration by parts shows that for this we must take

$$
\begin{equation*}
\partial_{x}^{-1}=\frac{1}{2}\left(\int_{-\infty}^{x}+\int_{+\infty}^{x}\right) \tag{79}
\end{equation*}
$$

The construction of Nijenhuis tensor $N$ is now an easy task. We must calculate $N=\bar{P} Q^{-1}=-\bar{P} Q$ or $N^{*}=Q^{-1} \bar{P}=-Q \bar{P}$. We obtain:

$$
\begin{align*}
N_{A}^{*}(X)=-\frac{1}{2}[ & \left.A, \partial_{x} X\right]+\frac{1}{32}\left[A, A_{x}\right] \partial_{x}^{-1}\left[B\left(A_{x}, X\right)+\frac{1}{2} B\left(A, C_{A}(X)\right)\right] \\
& +\frac{1}{32}\left[A, T\left(A_{x}\right)\right] \partial_{x}^{-1} B\left(A_{x}, T(X)\right)  \tag{80}\\
& +\frac{1}{32}[A, T(A)] B\left(A_{x}, T(X)\right)+\frac{1}{4}\left[A, C_{A}(X)\right]
\end{align*}
$$

$X \in T_{A}^{*}(\mathcal{N}) \sim T_{A}(\mathcal{N})$.
Now let us formulate our main result.
Theorem 4.2. The fields of operators $A \rightarrow Q_{A}$ and $A \rightarrow \bar{P}_{A}$ endow the manifold of potentials $\mathcal{N}=\mathcal{O}_{B_{0}}[x]$ for the CF hierarchy with $P-N$ structure.

We shall now apply now this result to the CF hierarchy, but first we must write the operators which we have obtained in terms of $\boldsymbol{u}, \boldsymbol{v}$. If we put $X=(\boldsymbol{\xi}, \boldsymbol{\eta})^{T}$ and assume $\langle\boldsymbol{u}, \boldsymbol{\xi}\rangle=\langle\boldsymbol{v}, \boldsymbol{\eta}\rangle=0$ we get:

$$
\begin{align*}
{\left[\bar{P}_{A}\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}\right]_{I}=} & {\left[\partial_{x} \boldsymbol{\xi}+K(\boldsymbol{v} \times \boldsymbol{\eta})+\boldsymbol{u} \times K(\boldsymbol{\eta})+\boldsymbol{\xi} \times K(\boldsymbol{v})\right]^{u} } \\
& +\boldsymbol{u} \times K(\boldsymbol{v}) \partial_{x}^{-1}\left[\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle-\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle\right] \\
& +\boldsymbol{u}_{x} \partial_{x}^{-1}\left[\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle+\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{\xi}\rangle-\langle K(\boldsymbol{u}) \times \boldsymbol{v}, \boldsymbol{\eta}\rangle\right]  \tag{81}\\
& {\left[\bar{P}_{A}\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}\right]_{I I}=\left[\partial_{x} \boldsymbol{\eta}+K(\boldsymbol{u} \times \boldsymbol{\xi})+\boldsymbol{v} \times K(\boldsymbol{\xi})+\boldsymbol{\eta} \times K(\boldsymbol{u})\right]^{v} } \\
& +\boldsymbol{v} \times K(\boldsymbol{u}) \partial_{x}^{-1}\left[\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle-\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle\right] \\
& +\boldsymbol{v}_{x} \partial_{x}^{-1}\left[\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle+\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{\eta}\rangle-\langle K(\boldsymbol{v}) \times \boldsymbol{u}, \boldsymbol{\xi}\rangle\right] \tag{82}
\end{align*}
$$

where as before by upper indices $u, v$ we denote the projections over the planes orthogonal to the vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ respectively and $K=\operatorname{diag}\left(j_{1}, j_{2}, j_{3}\right)$. For the tensor field $N^{*}$ we obtain:

$$
\begin{align*}
{\left[N_{A}^{*}\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}\right]_{I} } & =\boldsymbol{u} \times \partial_{x} \boldsymbol{\xi}+\boldsymbol{u} \times K(\boldsymbol{v} \times \boldsymbol{\eta})-[K(\boldsymbol{\eta})]^{u}+\boldsymbol{\xi}\langle K(\boldsymbol{v}), \boldsymbol{u}\rangle \\
& -[K(\boldsymbol{v})]^{u} \partial_{x}^{-1}\left[\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle-\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle\right] \\
& +\boldsymbol{u} \times \boldsymbol{u}_{x} \partial_{x}^{-1}\left[\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle+\langle\boldsymbol{u} \times K(\boldsymbol{v}), \boldsymbol{\xi}\rangle-\langle K(\boldsymbol{u}) \times \boldsymbol{v}, \boldsymbol{\eta}\rangle\right]  \tag{83}\\
{\left[N_{A}^{*}\binom{\boldsymbol{\xi}}{\boldsymbol{\eta}}\right]_{I I} } & =\boldsymbol{v} \times \partial_{x} \boldsymbol{\eta}+\boldsymbol{v} \times K(\boldsymbol{u} \times \boldsymbol{\xi})-[K(\boldsymbol{\xi})]^{v}+\boldsymbol{\eta}\langle K(\boldsymbol{u}), \boldsymbol{v}\rangle \\
& -[K(\boldsymbol{u})]^{v} \partial_{x}^{-1}\left[\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle-\left\langle\boldsymbol{u}_{x}, \boldsymbol{\xi}\right\rangle\right] \\
& +\boldsymbol{v} \times \boldsymbol{v}_{x} \partial_{x}^{-1}\left[\left\langle\boldsymbol{v}_{x}, \boldsymbol{\eta}\right\rangle+\langle\boldsymbol{v} \times K(\boldsymbol{u}), \boldsymbol{\eta}\rangle-\langle K(\boldsymbol{v}) \times \boldsymbol{u}, \boldsymbol{\xi}\rangle\right] . \tag{84}
\end{align*}
$$

The comparison shows that the recursion operators from (18) are related to $N^{*}$ in the following way:

$$
\begin{equation*}
N^{*}=\frac{1}{2}\left(\mathbf{A}_{+}+\mathbf{A}_{-}\right) \tag{85}
\end{equation*}
$$

For the equations from the CF hierarchy one can equivalently use $\mathbf{A}_{+}$and $\mathbf{A}_{-}$(the integrands in this formulae are always total derivatives) and therefore it is evident that one can also use $N^{*}$. Remember now that the equations from the CF hierarchy have the form (cf (12) and (13)),

$$
\begin{equation*}
A_{t}=\left(B_{n}\right)_{x}-\frac{1}{2}\left(A J B_{n}-B_{n} J A\right)=\frac{1}{2}\left[A, B_{n+1}\right]=Q_{A}\left(B_{n+1}\right) \tag{86}
\end{equation*}
$$

and

$$
\begin{align*}
& B_{n+1}=N^{*}\left(B_{n}\right) \quad n \geqslant 1 \\
& B_{n}=\left\{\boldsymbol{b}_{n}\right\}_{I}+\left\{\boldsymbol{c}_{n}\right\}_{I I} . \tag{87}
\end{align*}
$$

If we consider $B_{n}$ as one-forms all of these equations are Hamiltonian. The single thing that must be proved in order to apply the general results about $P-N$ manifolds to our case is to show that the forms $B_{1}$ and $B_{2}$ are closed. However, the evolution equation corresponding to $B_{2}$ is up to some changes of the parameters the $O(3) C F$ system. It is well known that it has a Hamiltonian function, see [33] and therefore $B_{2}$ is closed. In view of the form $B_{1}$ it is proportional to

$$
\begin{equation*}
\epsilon\left\{\boldsymbol{u} \times \boldsymbol{u}_{x}\right\}_{I}+\mu\left\{\boldsymbol{v} \times \boldsymbol{v}_{x}\right\}_{I I} \tag{88}
\end{equation*}
$$

$\epsilon, \mu$ being constants. One readily sees that it is enough to show that on the manifold $\mathcal{N}$ of the smooth vector functions $\boldsymbol{v}(x)$ taking values on the unit sphere and tending sufficiently fast to some value $\boldsymbol{v}_{0}$ as $|x| \rightarrow \infty$ the covector field $\boldsymbol{v} \rightarrow \gamma_{v}$ :

$$
\begin{equation*}
\gamma_{v}(\boldsymbol{\xi})=\int_{-\infty}^{+\infty}\left\langle\boldsymbol{v} \times \boldsymbol{v}_{x}, \boldsymbol{\xi}[v]\right\rangle \mathrm{d} x \quad \boldsymbol{\xi}[v] \in T_{v}(\mathcal{N}) \tag{89}
\end{equation*}
$$

is closed. If $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ are two vector fields on $\mathcal{N}$ then the calculation shows that

$$
[d \gamma]_{v}(\xi, \eta)=\int_{-\infty}^{+\infty} \partial_{x}\langle\boldsymbol{v}, \boldsymbol{\xi}[v] \times \boldsymbol{\eta}[v]\rangle \mathrm{d} x-3 \int_{-\infty}^{+\infty}\left\langle\boldsymbol{v}_{x}, \boldsymbol{\xi}[v] \times \boldsymbol{\eta}[v]\right\rangle \mathrm{d} x .
$$

For the vector fields $\boldsymbol{\xi}$ and $\boldsymbol{\eta} \lim _{|x| \rightarrow 0} \boldsymbol{\xi}[v(x)]=\lim _{|x| \rightarrow 0} \boldsymbol{\eta}[v(x)]=0$ and the first term in the right-hand side is zero. In view of the second term it is zero simply because $\boldsymbol{v}_{x}(x), \boldsymbol{\xi}[v(x)], \boldsymbol{\eta}[v(x)]$ are orthogonal to $\boldsymbol{v}(x)$ and hence $\left\langle\boldsymbol{v}_{x}, \boldsymbol{\xi}[v] \times \boldsymbol{\eta}[v]\right\rangle=0$. As a consequence from the above considerations and from the properties of the fundamental fields of the $P-N$ manifolds, see [21,22], we get the following.

Theorem 4.3. The right hand sides of the equations from the CF hierarchy are fundamental fields for the $P-N$ structure generated by the field $Q^{-1} B_{1}$. These equations are Hamiltonian with respect to the infinite hierarchy of Poisson structures and the flows corresponding to these fields commute.

## 5. Discussion

As we have stated, the main question that we are trying to answer is whether using essentially different Lax pairs we obtain the same results for the corresponding nonlinear evolution equations. The answer for the case of the CF hierarchy of equations and more precisely for their Hamiltonian structures and conservation laws is affirmative. We have obtained the same Poisson tensors $P$ and $Q$ over the manifold of potentials as have been obtained using the hierarchies of Poisson structures over elliptic algebras, see [32]. Hence, we have the same hierarchy of equations and the same conservation laws for it. However, there are still many questions arising. The results we are citing are obtained using a slightly different technique and in order to present them we must introduce the so-called elliptic algebras. The elliptic algebra $\mathcal{G}_{e}$ used for describing the CF hierarchy of equations and their Hamiltonian structures is defined by the generators

$$
\begin{align*}
& X_{\alpha}^{2 l+1}=\omega^{2 l} \omega_{\alpha} X_{\alpha} \\
& X_{\alpha}^{2 l+2}=\omega^{2 l} \omega_{\alpha}^{-1} \omega_{1} \omega_{2} \omega_{3} X_{\alpha}  \tag{90}\\
& l \in \mathbb{Z} \quad \alpha=1,2,3
\end{align*}
$$

In the above formulae $X_{\alpha}$ are the generators of $\operatorname{so(3)} \sim s u(2)$ with commutation relations

$$
\left[X_{\alpha}, X_{\alpha}\right]=\epsilon_{\alpha \beta \gamma} X_{\gamma}
$$

and $\epsilon_{\alpha \beta \gamma}$ is the three-dimensional Levi-Civita symbol. As a rule, in the literature the generators $X_{\alpha}$ are expressed through the Pauli matrices. The quantities $\omega, \omega_{\alpha}, \alpha=1,2,3$ satisfy the quadratic relations

$$
\begin{equation*}
\omega_{\alpha}^{2}-\omega_{\beta}^{2}=r_{\beta}-r_{\alpha} \quad \omega^{2}-\omega_{\alpha}^{2}=d_{\alpha} \equiv r_{\alpha}-\frac{1}{3}\left(r_{1}+r_{2}+r_{3}\right) \tag{91}
\end{equation*}
$$

where $r_{\alpha}=-j_{\alpha}^{2}$. Usually the following natural parametrization for $\omega, \omega_{\alpha}$ is used:

$$
\begin{equation*}
\omega_{\alpha}=\sqrt{\mathcal{P}(\lambda)-d_{\alpha}} \quad \omega=\sqrt{\mathcal{P}(\lambda)} \tag{92}
\end{equation*}
$$

where $\mathcal{P}(\lambda)$ is the Weirstrass function: $\left(\mathcal{P}^{\prime}\right)^{2}=4\left(\mathcal{P}-d_{1}\right)\left(\mathcal{P}-d_{2}\right)\left(\mathcal{P}-d_{3}\right)$. We prefer the expressions through the Weirstrass function rather than the usual expressions with the Jacobi elliptic functions, but of course it is all the same. One has the following commutation relations of the generators (90) defining the so-called elliptic algebra:

$$
\begin{align*}
& {\left[X_{\alpha}^{2 l}, X_{\beta}^{2 m}\right]=\epsilon_{\alpha \beta \gamma}\left(X_{\gamma}^{2(l+m)}-d_{\gamma} X_{\gamma}^{2(l+m-1)}\right)} \\
& {\left[X_{\alpha}^{2 l}, X_{\beta}^{2 m+1}\right]=\epsilon_{\alpha \beta \gamma}\left(X_{\gamma}^{2(l+m)+1}-d_{\gamma} X_{\gamma}^{2(l+m)-1}\right)}  \tag{93}\\
& {\left[X_{\alpha}^{2 l+1}, X_{\beta}^{2 m+1}\right]=\epsilon_{\alpha \beta \gamma} X_{\gamma}^{2(l+m+1)}}
\end{align*}
$$

These relations are consequences both from the commutation relations of $s u(2)$ and the properties of the elliptic functions.

The tensors $P$ and $Q$ we have used in the above arise as restrictions over some submanifold [32], of the natural Poisson-Lie tensors for the elliptic algebra $\mathcal{G}_{e}$ and its central extension with the help of the Gel'fand-Fuchs cocycle.

Comparing the two approaches we note that all the results we have obtained in this paper can also be formulated in terms of graded algebras. For example, in our approach we actually use the graded algebra $\mathcal{G}_{p}$ generated by the elements

$$
\begin{align*}
& N_{\alpha}^{n}=-\frac{1}{2} \lambda^{n}\left\{e_{\alpha}\right\}_{I}(\lambda+J) \\
& M_{\alpha}^{n}=-\frac{1}{2} \lambda^{n}\left\{e_{\alpha}\right\}_{I I}(\lambda+J)  \tag{94}\\
& n \in \mathbb{Z} \quad \alpha=1,2,3
\end{align*}
$$

where $e_{\alpha}, \alpha=1,2,3$ is the usual orthogonal basis in $\mathbb{R}^{3}$, that is $\left(e_{\alpha}\right)_{\beta}=\delta_{\alpha \beta}$. The commutation relations between this generators are

$$
\begin{align*}
& {\left[N_{\alpha}^{n}, N_{\beta}^{m}\right]=\epsilon_{\alpha \beta \gamma}\left(N_{\gamma}^{n+m+1}+j_{\gamma} M_{\gamma}^{n+m}\right)} \\
& {\left[M_{\alpha}^{n}, M_{\beta}^{m}\right]=\epsilon_{\alpha \beta \gamma}\left(M_{\gamma}^{n+m+1}+j_{\gamma} N_{\gamma}^{n+m}\right)}  \tag{95}\\
& {\left[N_{\alpha}^{n}, M_{\beta}^{m}\right]=-\epsilon_{\alpha \beta \gamma}\left(j_{\beta} N_{\gamma}^{n+m}+j_{\alpha} M_{\gamma}^{n+m}\right) .}
\end{align*}
$$

We must stress that in writing the above relations we used implicitly the new Lie algebra structure that we introduced over the algebra so(4) and the above relations are not simple consequences from the usual Lie algebra structure over so(4).

Then again the tensors $P$ and $Q$ can be obtained by restricting the natural Poisson-Lie tensors for $\mathcal{G}_{p}$ and its central extension over some submanifold. One easily finds that the resulting Poisson submanifolds used in both constructions are isomorphic and then the two approaches based on the elliptic algebra $\mathcal{G}_{e}$ and on the algebra $\mathcal{G}_{p}$ are equivalent. One can then imagine that these algebras are isomorphic but until now we had failed to prove it. Thus, we have the 'experimental' result that the two algebras $\mathcal{G}_{e}$ and $\mathcal{G}_{p}$ generate the same Poisson structures over some submanifolds but it is still an open question why this occurs.
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